
  
 

 

 

 

  

 

 

 
 

 

 

TEC2014-53176-R HAVideo (2015-2017) 

High Availability Video Analysis for People Behaviour Understanding 

D2.1 v1 

People Behaviour understanding in single 

and multiple camera settings 

 

Video Processing and Understanding Lab 

Escuela Politécnica Superior 

Universidad Autónoma de Madrid 

 

 

 

Supported by  

 



  
 

 

D2.1 v1 People Behaviour understanding in single and multiple camera settings               

 

AUTHORS LIST 

 
 

Álvaro García alvaro.garcia@uam.es 

  

  

  

  

  

 

 

 

 

HISTORY 
 

Version Date Editor Description 

0.9 7 December 2015 Álvaro García Final Working Draft 

1.0 11 December 2015 José M. Martínez Editorial checking 

    

    

    

    

 



  
 

D2.1 v1 People Behaviour understanding in single and multiple camera settings  i 

 

CONTENTS:  
 

1. INTRODUCTION .................................................................................................. 1 

1.1. MOTIVATION ..................................................................................................... 1 

1.2. DOCUMENT STRUCTURE .................................................................................... 1 

2. OBJECT SEGMENTATION ANALYSIS TOOLS ............................................ 1 

2.1. LONG-TERM STATIONARY OBJECT DETECTION BASED ON SPATIO-TEMPORAL 

CHANGE DETECTION ..................................................................................................... 1 

3. PEOPLE DETECTION ANALYSIS TOOLS ..................................................... 3 

3.1. PEOPLE DENSITY ESTIMATION IN CROWDED ENVIRONMENTS ............................. 3 
3.2. PEOPLE DETECTION IN GROUPS .......................................................................... 5 

3.3. PEOPLE DETECTION IN PRESENCE OF GROUPS ..................................................... 6 

4. CONCLUSIONS ..................................................................................................... 7 

5. REFERENCES ....................................................................................................... 7 

 

 

 

 

 

 

 

 



  
 

D2.1 v1 People Behaviour understanding in single and multiple camera settings  1 

 

1. Introduction 

1.1. Motivation 

This work package 2 (WP2) aims at developing the required tools, models and control 

signals in order to enable the development of adaptive and collaborative approaches for video-

based understanding of people behaviour. In particular, the goal of this task is to provide the 

required video analysis tools to fulfill the objectives of the project. It considers both 

comprehensive related work studies and the development of novel approaches for long-term 

analysis.  

This deliverable describes the work related with the task T.2.1 Analysis Tools for human 

behaviour understanding. The people behaviour understanding in this project has been already 

designed as a sequential combination of object segmentation, people detection, object tracking 

and behaviour recognition. In particular, during the first part of the project there have been a 

focus on developing different approaches for segmentation and people detection. 

1.2. Document structure 
 

This document contains the following chapters: 

 Chapter 1: Introduction to this document 

 Chapter 2: Object segmentation analysis tools 

 Chapter 3: People detection analysis tools 

 Chapter 3: Conclusions 

2. Object segmentation analysis tools 

2.1. Long-Term Stationary Object Detection Based on 
Spatio-Temporal Change Detection  

Stationary Object Detection (SOD) has recently experienced extensive research [1] due to its 

contribution to prevent terrorist attacks by detecting abandoned objects [2] and illegal parked 

vehicles [3]. SOD aims to detect the objects in the scene that remain stationary after previous 

motion. Typically, a Background Subtraction (BS) algorithm extracts the objects and SOD 
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decides whether they are stationary or not [4]. However, current BS algorithms present many 

shortcomings to label foreground and background regions in real situations [5], thus highly 

determining the SOD accuracy. In this paper [6] we propose a block-wise approach to detect 

stationary objects based on spatio-temporal change detection without using BS (see Figure 1). 

 

Figure 1. Block diagram of the proposed approach. 

 

Firstly, a Block Division stage decomposes each frame into non-overlapping  blocks 

 at each instant , where  denotes the block location. Secondly, an Online Block Clustering 

stage models each location  over time, updating a cluster partition . This stage handles the 

temporal adaptation to scene changes, by assigning each incoming block to one cluster of the 

partition or creating a new one. Only stationary blocks (i.e., without motion with respect to 

) are analyzed at this stage. This clustering provides robustness against illumination 

changes by considering pixel ratios at block level which groups blocks even if their illumination 

has changed. Finally, a Stationary Block Detection stage outputs a result image  with 

stationary objects (see Figure 2), where  defines the sampling instant each  frames. Data 

associated to the last stable cluster , old stable clusters  and the alarm time  is used to 

respectively detect the spatio-temporal stability changes, discard those changes caused by 

previously visualized clusters (i.e. empty scene or previous detections) and detect stationarity for 

changes longer than the alarm time. 

 

Figure 2. Examples of  image in different datasets. Detections are marked in red. 
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The last stage improves the state-of-the-art by reducing false alarms due to intermittent 

object motion and allowing to detect stationarity for objects not fully visible during . Figure 3 

presents an example of the scene analysis. 

 

 

Figure 3. Example of the temporal analysis for a block location where the stability is 

modified changing from the empty scene to a suitcase. 

3. People detection analysis tools 

3.1. People density estimation in crowded 
environments 

Currently, the use of artificial vision systems has acquired great relevance due to the 

advancement of digital image and video processing technologies and the cheapening of capture 

tools. The crowd density estimation as part of artificial vision systems has an important niche 

market in video-surveillance. The crowd density estimation is an important tool to detect 

abnormal situations in public places such as fights, disturbances, violent protests, panic or 

congestion. Density information could be also helpful for creating a business strategy according 

to the distribution of people in public places or shopping centers and the distribution of people 

over time. 

So far, a large number of crowd density estimators has been implemented. A significant part 

of these estimators use background subtraction and extract features from foreground pixels [11] 

[12]. All of them use foreground-background segmentation getting good results for the studied 

scenarios. This work [8] introduces the use of people-background [13] segmentation for crowd 

density estimation. With the goal of comparing both types of segmentation, one algorithm of the 

state of the art for density estimation has been implemented and then, results for both types of 

segmentation, foreground-background and people-background segmentation, has been compared 

in several scenarios (see Figure 4 and Figure 5). 
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Figure 4. People density estimation system based on foreground-background segmentation. 

 

 

 
Input frame Region of interest (ROI) 

  
Foreground-background segmentation Filtered foreground 

  
People-background segmentation Filtered foreground 

Figure 5. Examples of foreground-background segmentation and people-background 

segmentation. 
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3.2. People detection in groups 

In video signal processing, people detection is one of the most difficult tasks, even though 

there are actually some algorithms that give good results. However, when the detection takes 

part in complex environments the quality of the performance decreases, that is why the aim of 

this work [9] is the implementation of a people detection in groups algorithm in C++, as well as 

the integration on the proprietary video analysis platform called Distributed Video Analysis 

(DiVA). This platform allows us the execution with online and off-line videos, with the 

objective of verifying the functionality and efficiency in crowded environments.  

The algorithm implemented, known as Multi-configuration Part-based Person Detector [14], 

is an adaptation of the algorithm known as DTDP (Discriminatively Trained Part Based Models) 

[15] to improve the detection in these types of environments. It is founded in an exhaustive 

search of person models, which are formed by the mixture of different body parts. Thanks to this 

search it obtains good results despite of the processing time, therefore the analysis of this 

algorithm is not possible in real time.  

In order to complete our goal, we have developed a user interface so that any user can 

interact with the algorithm and prove easily the functionality of the algorithm in different 

environments as well as test the efficiency of the different models defined (see Figure 6 and 

Figure 7).  

 

Figure 6. Visual example of the body parts configuration including six body parts, named 

configuration 8, following [16]. 
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Figure 7. User interface example with selected configurations 2,7,12 and 13, following [16].  

3.3. People detection in presence of groups 

In this work [9] we address one of the most typical problems of people detection in presence 

of groups of people: in this kind of scenarios, traditional people detectors have difficulties 

dealing with several occlusions. In order to deal with this problem, we propose the use of two 

different hierarchies. The first one consists of a hierarchy of people, i.e., the use of the detections 

of different people belonging to a group in order to refine the individual’s detections. The 

second one consists of a hierarchy of parts [14], i.e., the use of different combinations of body 

parts in order to refine the final detection.  

Our main aim is to be robust to different groups configurations, camera point of view, scene 

constraints, etc. Therefore, we propose to update this hierarchies structures frame by frame, so 

we can adapt the detection system to specific scene variations.  

In order to update both the hierarchy of people and the hierarchy of parts, we study the 

detection results and determine which have been the most typical or representative 

configurations over time (scales and body parts configurations). Using only the last most 

representative configuration, we are able to reduce the computational cost and false positive 

detection and therefore the global detection results. 
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4. Conclusions 

In relation with segmentation, a long-term stationary object detection based on spatio-

temporal change detection has been implemented and evaluated [7], we propose a block-wise 

approach to detect stationary objects based on spatio-temporal change detection without using 

background subtraction. 

In relation with people detection several approaches have been implemented and tested: 

people density estimation in crowded scenarios [8] and people detection in groups [9], [9]. A 

significant part of people density estimation approaches from the state of the art use background 

subtraction and extract features from foreground pixels. All of them use foreground-background 

segmentation getting good results for the studied scenarios. The proposed work [8], introduces 

the use of people-background segmentation for crowd density estimation. On the other side, [9] 

and [9] propose two different approaches in order to deal with people detection in crowded 

scenarios or in presence of groups of people. 
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